To the ESD SWE team members who attended my GAN WG3 Presentation:  This is an updated version of the slides I presented from the Workshop.  
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Vision, goals, and purposes

Question:

How to achieve a common vision and goal?  Do we share the same goals and purposes?  What are they?

Answer:

The GAN inspiration was the goal to build a Linear Collider as an international project, making the best use of worldwide competence, ideas, and resources.  The vision is to do this in a way that fosters distributed centers of excellence in accelerator physics, particle science, engineering and technology, in all participating countries.   The same idea could certainly be adopted by other projects as well.  For clarity, the Linear Collider will herein be used as the example.

The challenge is to extend this vision to individuals and laboratories and to bring the laboratories to make commitments, and thereby keep the culture of accelerator development (scientific and technical) alive in laboratories and universities.  This is a major aspect of  “communication and community building”.

************************************************************************************************************

Site laboratory

Question:

Why would the site laboratory relinquish control?  Must we break the symmetry by having a site laboratory?

Answer:

The site laboratory would relinquish control for continued participation of the partners who built the accelerator sub-systems.  Mutual trust is the critical element for this to be successful.  Such trust can be built up during the commissioning period at the site.

Organization                       

Question:

What are the possible organizational structures (between governmental financial shareholders and institutions), and which is the one best suited to the task?  Which aspects of Project Management need to be centralized, and which should not?  What are the risks and possible solutions?  How to establish a mutually acceptable computer security policy?  What is the process and what are the guidelines defining and dividing the tasks of building and operating the accelerator?

Answer:

The framework in which to discuss organizational structures, and the decision processes and guidelines, is the International Steering Group, with world community input such as suggestions from workshops like this.  Ultimately, decisions must be made by the collaborating partners.
There are already examples of multi-laboratory accelerator projects, and particle physics experiments.  There are many examples of distributed Project Management from which lessons can be learned, in balancing partner lab autonomy against successful integration.  For example, in order to underscore the shared nature of the project, we suggest that there be no "host laboratory" but rather a "site laboratory" and that the Project Manager not be an employee of the site laboratory.

Certain organizational items, such as computer security, need to be addressed very early in the GAN process.  Security aspects should be included in prototype remote operation tests.  Change control during construction will be the responsibility of the constructing organization.

Communications

Question:

How do we build and sustain trust and relationships?  How to maintain

informal and unplanned communications as the project size scales up?

Answer:

It is well known that distributed organizations need to build and maintain trust.  Sharing working time together from the very beginning is a powerful agent in establishing this trust. This requires a mix of face-to-face interactions and the use of appropriate communication and collaboratory technologies.  A number of tools should be investigated in the formation of the Linear Collider collaboratory.  Some of the most exciting work is in industry, with many tools imminent.  The new technologies enable more efficient use of face-to-face time, which nonetheless remains essential for community building.  Remote and face-to-face interactions of all sorts should take place at all levels of the project.

A rich array of communication and collaboration tools are emerging, both as end applications from industry and as middleware toolkits from computer science research. Operating systems are incorporating many of these features as well. These tools support the full spectrum of situations, ranging from planned, structured activities like scheduled meetings to opportunistic interactions facilitated by general presence awareness of others. Further, improvements in networking and in compression algorithms mean that rich media like interactive video will be easy to exchange reliably over the Internet. Appropriate suites of tools can be selected and configured so that users have the flexibility to interact with each other in a variety of ways, at many different scales and under many temporal arrangements.

Operational evolution

Question:

For both institutions and individuals, how do you motivate long-term involvement?  How to manage the evolution from commissioning to operations and upgrades?  Is there any clear transition between them?

Answer:

Producing exciting science will be the primary foundation for a successful frontier facility, of course.  Technological challenges will also be important in maintaining interest throughout the entire community needed to make the enterprise a success.  The Linear Collider will be only the second such collider, and so its operation will always be exciting and challenging, through beam commissioning into full performance, and on to machine upgrades.  Working on the frontiers of technology creates the need for a continuous upgrade culture.  This culture needs to be distributed into sustaining engineering, and around the world. 
 There will need to be a large on site presence of the participants during installation and commissioning.  This will be the opportunity for community and mutual interest building that will sustain interest through the transition from early commissioning through to the continuous upgrade period.  Maintaining excitement over the life cycle of the project is a challenge.  We have to provide easy remote environments for operators and accelerator physicists, in order to keep activity levels high.

Important considerations, among many others, that need to be foreseen from the very beginning are:  1.  A method of recording the commitments of the participating organizations so that, as individuals involved retire or move, their contribution is backfilled by their organization; 2. There needs to be a collaboration wide, shared mechanism for mobilizing the necessary manpower resources in the event of unusual conditions at the site needing rapid intellectual and/or physical response.

Experiments and accelerators

Question:

What are the differences between experiments and accelerators?  Should each institution preferably be motivated to collaborate on BOTH accelerator and scientific exploitation?

Answer:

Historically, the commitment for an experiment is geographically extended, whereas for accelerator physics it is largely focused at a single location.  The concept of the GAN assumes that construction of the Linear Collider will follow the detector paradigm. As this represents a difficult [culture] cultural change for the accelerator community, we need to start the process of building up solid mutual understanding and trust as partners as soon as possible.  Joint studies on [GAN] remote operation can be a promising avenue in this direction.

Experiments are already moving in the direction of distributed operations (for example, CLEO and CMS).  Both accelerator and experiments need constant care and improvement during operations.

Yes, institutions should be motivated to collaborate on BOTH accelerator and scientific exploitation.  This provides the strongest motivation for long-term involvement and interest.

Remote operations community

Question:

What is the remote operations community?  How is the operations group constructed?  What is the role of multiple control rooms in maintaining centers of excellence in accelerator technology?  What are these multiple control rooms?

Answer:

The remote operations community is those experiments, controls groups, accelerator physics group, vendors, workshop participants, et cetera, who are interested in demonstrating and developing remote operations capabilities at accelerators.  The remote operations community overlaps the Linear Collider community -- there is considerable interest in remote operations outside GAN, as well as inside.

Some control rooms may be complete; others may invoke collaborative tools to just give virtual presence in a complete control room.  These models can be adjusted to maintain involvement of operations and accelerator physics groups.  These models need to be enumerated and evaluated.  What does a virtual control room look like?

There is a lot of parallel remote operations activity in the experimental community.  For example, how about joint accelerator/experimental demonstration projects to promote mutual reinforcement in developing the methods?

Emerging technologies

Question:

What foundation technologies and infrastructures are needed for communication and community building?  What can be learned about distributed environments from industry?

Answer:

The workshop series has to identify the needs of the GAN, and which of them will be met (or not) by emerging technologies.  This will be an evolving process.

Foundation technologies, like the Internet or the World Wide Web, are infrastructures that enable a suite of resources and tools to be built on top of them.  Foundation technology development is happening in experimental physics, in industry, government, and in the military.  Two technologies are potentially relevant here:

 1) Grid technologies are specifically designed to promote collaboration and resource sharing in virtual organizations like GAN;

 2) Industry frameworks such J2EE, .NET, and WebSphere promote enterprise wide collaboration.

The need here is to share resources in real time, which puts some demands on networks (for example, the notion of Quality of Service for packet delivery). There is an ongoing convergence on Web Services and existing Grid research developments -- research efforts appear to be maintaining industry interest. Remote control rooms and video conferencing are examples of tools that work on these foundations.  Mechanisms for computer security, including such issues as authentication and authorization, must be built in from the ground up.

Internet middleware development is aimed at intermediate level tools that you can interface to your application.

An explicit part of this workshop series should be to evaluate existing and emerging foundation technologies, and to gain experience with them, in order to leverage them for the GAN.  Significant effort must be invested by the accelerator community in developing, prototyping and deploying “Grid enabled” applications. This effort can to a great degree exploit the early leadership in this area exhibited by particle physicists.

Standards

Question:

What language do we use?  How do we establish the required glossary of terms?

Answer:

It seems clear that use of a single language for intra-collaboration communications would be advantageous.  The choice of language would of course have to be made under the authority of the international constructing and operating organization.  As a further aid to precise communication it would appear advantageous to develop an extensive glossary.  Ultimately the authority for establishing the glossary would be the constructing organization.  However, gaining some practice in constructing such a glossary could be helpful as part of a prototype experiment.  Even within current operating organizations such a glossary can be useful.  For example such a glossary has been developed at SLAC.

(Add text from Rusty Humphrey if available)

Planning

Question:

What is the process to answer these questions?  Are there projects we can do in the short term to prototype the GAN?  What resources, analyses, research, and discussions need to be applied to prepare for Shelter Island?

Answer:

This workshop series is currently the process by which these questions get answered.  However, of necessity, our mandate is self-generated.  It will be an early task of any appropriately established international authority to review these matters and resolve them quickly, aided it is to be hoped, by experience we develop in the mean time.

Potential trials of remote operations implementations need to be investigated and proposed, both inside and outside the Linear Collider community.  

For example, remote operations at ATF (KEK), LHC (CERN), CMS (CERN), LINX (SLAC), FPNL (FNAL), RHIC (BNL), SNS (ORNL), and TTF (DESY) could be discussed.  The emphasis should be on testing beyond what has already been achieved.  Current and past projects can be analyzed for guidance.  For example, TTF has operational experience already, and the LHC experiments are making plans for remote operations.  An accelerator upgrade project might be a strong candidate.

Even at this early stage we need to discover an appropriate documentation style -- virtual team, virtual work -- that is flexible enough to track an adaptive organization.

There are numerous models of the connection between partner laboratory remote control rooms and the accelerator.  These models need to be enumerated, studied, and evaluated.

